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Abstract
Computer science curricula have started to include competencies
related to artificial intelligence (AI) in K–12 education. However,
before introducing a new topic into the classroom and suggest-
ing competencies, it is essential to identify the central practices of
the discipline. In the following research, we focus on identifying
practices related to data, as current school curricula significantly
underestimate the role of data, and understanding how data is pro-
cessed is a key to understanding how AI systems function. We
examine the theoretical literature on practices applied to data when
creating AI systems, map the practices in a process model, validate
the results of the mapping with domain experts, and contrast the
results with current AI curricula for school students. The contribu-
tion of this work is a process model that summarizes data-related
practices for AI systems built with machine learning, is compre-
hensively domain-embedded, and is aligned with K–12 education.
Computer science educators can use it as a blueprint for defining
competencies and designing learning arrangements that aim to
enable students to create and understand AI systems.

CCS Concepts
• General and reference→ Surveys and overviews; • Computing
methodologies → Artificial intelligence; • Social and profes-
sional topics → K-12 education.
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1 INTRODUCTION
Artificial intelligence (AI) technologies are increasingly becoming
part of information technology systems and enabling them to fore-
cast, classify, detect, and extract information, reason, plan, search,

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
WiPSCE ’24, September 16–18, 2024, Munich, Germany
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-1005-6/24/09
https://doi.org/10.1145/3677619.3678115

and generate content, and more. A key driver for this progress is
the availability of data. However, poor data quality creates a bottle-
neck. One may often get state-of-the-art results with high-quality
data and simple algorithms, but rarely with low-quality data and
the best algorithm [50]. Insufficient data quality is responsible for
significant problems in AI systems, including amplifying bias, sex-
ism, racism, and other forms of discrimination [17]. Therefore, the
demand for a workforce that can responsibly leverage data for AI
is huge. Promoting an understanding of AI systems is also critical
for society as a whole and should start in schools [17, 32]. School
students are already actively working with AI technologies; hence,
they need an awareness and understanding of the data underlying
these systems. In addition, they need awareness with respect to
their role as data producers when they are interacting with AI and
sharing their data.

A key to understanding AI systems is understanding how they
are created and function [32, 49, 88]. In this context, a significant
amount of work has been done to uncover the functionality of AI
algorithms for school students using embodied interaction [38], ro-
botics [53, 88], unplugged [42, 53], and computer-based approaches
[36]. However, prior research indicates a significant gap. The role
of data in AI is still significantly underappreciated in the context of
AI education in schools. Current teaching approaches only scratch
the surface of working with data. AI frameworks and curricula for
school education devote little attention to the data-related skills
required to build AI applications [54].

This gap holds unrealized learning potential as it offers students
unique learning opportunities to better understand how AI systems
function, including sources of bias, the reliability of AI systems,
and the limits of the use of AI systems – all of which are considered
essential for K–12 education [44, 49, 75]. For example, a common
practice for students learning about AI is working with ready-
to-use datasets without being involved in the data collection and
preparation process [8, 26, 86]. In the real world, however, data is
rarely immediately ready for use. Practitioners invest considerable
effort in preparing datasets, iterating on the problem statement,
and multiple rounds of data collection [18, 43, 91]. This process is
prone to error but provides an opportunity for students to learn
how biases are introduced into the dataset, such as measurement
bias introduced during data collection [48]. Without this, students
may even be misguided to think that all data is already perfect and
accurately represents real-life phenomena, which would amplify
the common misconception among school students that all data can
be used by AI [39]. Furthermore, instead of passing ready-to-use
data to an AI algorithm, students can be guided to follow common
practices for creating an AI system [4], including defining success
criteria for the AI solution, exploring the structure of the dataset,
cleaning the data, and engineering features. In the process, they
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can learn that data must be improved before it can be used by an
AI system and that, besides the AI algorithm, it is the interplay
between the problem, the success criteria, and the type and quality
of the data that determines whether the use of AI techniques adds
value to solving a problem.

Closing this gap reveals unique opportunities for developing
new approaches to teaching. For example, a narrative such as “the
more data passed to an AI system, the better the result will be”
evokes the impression that the creation of real AI systems is not
possible in a school setting – students do not have the time to
work with large amounts of data and schools do not have the nec-
essary computational resources. In reality, although the volume of
data is important, the quality of the data is of utmost importance
[34, 35, 91, 92]. In fact, for many real-world problems practition-
ers do not have much data and can only solve these problems by
amending existing data through expert knowledge [62]. Making
these processes visible could foster the development of new teach-
ing approaches in computer science education.

To expand knowledge about the role of data in AI education,
we conducted a comprehensive theoretical analysis of the AI field,
corroborating the results with experts, contrasting the findings
with AI school curricula, and distilling the outcome into a process
model that can be used by lesson and curriculum developers to
formulate competencies. During the research process, we followed
the approach and goal of computer science education – focusing on
the key ideas of a field rather than on fleeting application knowledge
– and were guided by the following overarching research question
(RQ) with two sub-questions:

RQ: What are the key data-related practices that are ap-
plied to data when creating AI systems, and how should they
be aligned to be used in K–12 education?

(1) What are the typical practices that practitioners apply to
data when creating AI systems?

(2) How can the identified practices be alignedwithAI education
in K–12 and presented in a way that is useful for lesson and
curriculum development?

The paper is organized as follows. In Sections 2 and 3, we discuss
the role of data in the development of AI systems and previous
theoretical work from the AI education research field on the in-
corporation of data in AI education. The methodology that we
followed is described in Section 4. The model is outlined in Section
5. In Sections 6 and 7, we discuss threats to the validity of the model
and give an outlook for future work.

2 THE ROLE OF DATA IN AI SYSTEMS
Data is a core component of information technology systems using
AI techniques. AI techniques incorporate machine learning (ML)
approaches such as supervised, unsupervised, and reinforcement
learning and knowledge-based approaches, among others [19]. Su-
pervised learning techniques learn patterns from labeled data with
the goal of generalizing the patterns to unseen data. Unsupervised
learning techniques work with unlabeled data to separate it into
groups that share common characteristics [18]. In reinforcement
learning, an agent produces data through interaction with the en-
vironment and learns from this data to better perform actions. In

systems using knowledge-based approaches, data is manually hand-
crafted with the goal of representing it as knowledge, processing
new data using this knowledge, and deriving new facts [63].

At the machine level, data used by AI systems is digitally stored
on a device in binary values. It comes from different sources, such
as humans, sensors, or machines, and is represented in different
modalities, such as tables, images, text, audio, geospatial data, time
series, and graphs [57]. The process of data collection, data model-
ing, and processing by an AI system is highly iterative. A common
technology-agnostic model that practitioners use as a guide when
developing an AI system is the CRISP-DM model [18], which was
initially developed for data mining.

Depending on the concrete AI technology, the sub-processes
may differ. For example, during data preparation and modeling,
data cleaning and feature transformation are common across differ-
ent ML approaches, while data labeling is inherent to supervised
learning [34, 71, 91]. When developing knowledge-based systems,
data preparation and modeling include eliciting expert knowledge
from primary sources into knowledge protocols, interpreting it in
a structured model, and formalizing it [70].

For any AI technology, careful data engineering is key to a re-
liable system. In the context of knowledge-based AI systems, the
importance of the inclusion of multiple data sources and experts
during the knowledge acquisition phase to omit bias [43] and the
difficulties and limits of knowledge engineering have been known
for many years [43, 63]. In the context of ML, the research direction
of data-centric AI emerged recently [34, 71, 91]. It emphasizes that
the careful selection and curation of data is key for ML systems.
Rather than identifying more effective models to improve the per-
formance of a system while leaving the data unchanged, a more
accurate and reliable system can be achieved by keeping the model
unchanged and continuing to improve the data [92].

Working with data continues even after a model has been de-
ployed in production. Practitioners evaluate the model by mea-
suring its performance on new data and interpreting its decisions.
For both ML systems and knowledge-based systems, it is typical
that performance will not be optimal after the first iteration [63].
Practitioners, therefore, move between all stages until the model
accurately represents the data and meets the success criteria set
in the understanding phase. When an AI system is deployed, it
starts processing new data. Thus, it is critical to set up monitoring
pipelines to understand the structure of the incoming data and
observe the model’s performance.

3 DATA PRACTICES IN AI EDUCATION
In order to understand how AI systems function, it is of paramount
importance for novices to gain an understanding of how data is
processed during AI system development [50]. This idea is reflected
in the learning objectives of several AI curricula for school educa-
tion [44, 49, 73, 75, 81]. For instance, when students learn about AI,
they need to understand that computers learn from data and that
ML is about statistical inference that finds patterns in data [75].
When building ML systems, students are expected to learn practices
such as data selection, data filtering, and data splitting [67]. An AI-
literate person should also be data-literate, that is, be able to collect,
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manage, evaluate, and apply data in a critical manner [44, 59]. How-
ever, a recent literature review of the AI education field shows that
current teaching approaches scratch only the surface of working
with data [54].

A data literacy competency model developed by Grillenberger
and Romeike [25] has been used as a guide to educate school stu-
dents on data in AI systems. It emerged from a comprehensive
analysis of the data management field and combines the data life-
cycle with key high-level concepts in data management [24, 25].
As such, it offers a foundation from which to start working with
data in the context of AI. However, it lacks processes immanent to
AI technologies such as data labeling, data augmentation, feature
engineering, data splitting, and the monitoring of new incoming
data, among others. For these reasons and following the argumen-
tation provided in the introductory section of this paper, we see a
need for additional theoretical research that, compared to research
done by Grillenberger and Romeike [25], focuses on the practices
inherent in systems built with AI technologies and elaborates on
these practices in detail.

4 METHOD
To identify key data-related practices, we investigated the AI field
and structured the findings into a model. A similar procedure has
been used in previous computing education research when structur-
ing the field of data management for school education [24]. To align
the model with K–12 education and avoid developing it in isolation
from school practice, we looked at international AI curricula for
K–12 with the goal of understanding what data-related practices
are already expected to be understood by students. In the process,
we discovered additional, and sometimes more general, practices,
which we checked against the theoretical literature in the third
step. Subsequently, we updated the model, evaluated it with the
help of experts from the AI field, and informally discussed its use-
fulness with computer science teachers for secondary schools and
computer science education researchers. After several iterations,
we arrived at the final process model, which organizes practices in
the data lifecycle that teachers and curriculum developers can use
to design lessons and define competencies. Figure 1 visualizes the
procedure. In the following subsections, we outline details of the
three research stages.

4.1 Investigation of the Subject Field
The aim of the review of the AI field was to come up with an initial
list of practices that practitioners apply to data when developing an
AI system. To select the literature, we followed a purposeful sam-
pling strategy. The purposeful strategy aimed to find information-
rich studies that would provide an answer to the posed RQ [31] –
in our case, to the first sub-question of the RQ. From the different
strategies that purposeful sampling offers, we mostly used crite-
rion sampling and snowballing, starting with reviewing standard
textbooks used in education for AI and data science [4, 63, 69].
We additionally conducted searches of the ACM, SpringerLink,
and ScienceDirect databases with the keywords “data lifecycle,”
“data-centric AI,” “data processing,” “artificial intelligence,” “ma-
chine learning,” and “knowledge-based” to find academic papers

describing data processing in systems built withML and knowledge-
based techniques [2, 5, 10, 15, 24, 27, 33–35, 40, 70, 89–91]. In order
to include a practical perspective, we also reviewed gray literature
recommended by AI practitioners [6, 18, 50, 66, 74, 92, 93].

While reading the sources, we manually extracted practices that
practitioners follow when developing a system that uses AI models
along with their descriptions, ending up with a document of 111
pages that included descriptions of over 84 processes. For instance,
from the following text passage describing the data science cycle,
“a typical process starts with question or problem formulation, then
goes through data collection, wrangling, cleaning, modeling, and
finally representation, evaluation, and interpretation of the results”
[4], we extracted the practices problem formulation, data collection,
data wrangling, data cleaning, and data modeling. To determine
redundancies and similarities, we mapped the practices in a hier-
archical order. Because the mapping represented a process that
is similar to the CRISP-DM reference model [18], we iteratively
structured the practices in a process model using the CRISP-DM
model as a guide while adding some additional stages. In order
to make the process model focused and consistent, we excluded
practices related to knowledge-based AI and hybrid AI. Thus, the
final model contained practices relevant to ML that are performed
on data during one of the following stages of the data lifecycle: un-
derstanding the task, collecting data, understanding data, preparing
data, implementing solutions, evaluating performance, deploying and
monitoring the system, and sharing, deleting, and archiving data.

Subsequently, the model was validated for correctness, repre-
sentativeness, and relevance with the help of one practitioner who
worked as a data scientist in a software company, one practitioner
who had professional experience in data science and founded a
company in the data science field, one researcher who had pro-
fessional experience as a data scientist and worked in the field
of responsible and explainable AI, and one researcher who had
professional experience in developing curriculum and content for
computing programs focusing onAI andworking on the explainabil-
ity of AI-based applications. The experts were recruited through
the researchers’ personal networks. Three experts gave written
feedback, and one gave feedback during an informal interview. All
the experts welcomed the process model, agreed with its general
correctness, and gave suggestions to make it more comprehensive.
Before following the advice to extend the model, the suggestions
were checked against additional theoretical literature. If a sugges-
tion was a data-related practice, as described above, the model was
updated accordingly.

4.2 Investigation of the K–12 Education Field
To align the model with K-12 education and avoid developing it
in isolation from school practice, we looked at AI school curricula
guided by the second sub-question of the RQ. We focused on curric-
ula because they provide a strong body of accumulated knowledge
and are a useful starting point for understanding what researchers,
teachers, and practitioners consider to be important for school stu-
dents. To collect AI curricula, we used a snowballing strategy [31],
starting with a review of papers identified in a recent systematic
literature review on AI education in schools [60]. We included pa-
pers for further processing if they described what and how students
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Figure 1: Overview of the analysis process.

should learn [13]. We also included the twomost recent AI curricula
that we were aware of from our previous research. After retrieving
and closely reading these papers, we excluded 53 due to missing
curricula, leaving a total of 49 papers. We then extracted a curricu-
lum from each work, resulting in a large text corpus. Using the
MAXQDA software, we iteratively searched for text passages that
included keywords related to data that we defined based on the prior
theoretical research (keyword list: data, information, input, file, im-
age, picture, foto, photo, figure, text, digit, word, message, post,
sound, recording, audio, music, tone, speech, song, video, graph,
time series, time, date, spatial, table, number, numerical, survey, con-
tent, char, string, integer, boolean, float, array, list, map, dictionary,
tuple, vector, matrix, binary, feature, category, class, object, pixel,
N-Gram, tf–idf, DNA, variable, output, prediction, classification,
recommendation, clustering, categorization, sequence, population,
sample, observation, instance, point). If a sentence contained a
data-related word, we auto-coded it as data-related.

4.3 Structuring the Subject Area for K–12
Education

To check the model for completeness and to identify any missing
parts important for AI education, we manually reviewed all coded
sentences, and if they contained references to a process, we added
them to our mapping. In the process, we discovered additional,
sometimes more general, practices. We then did an additional liter-
ature search and updated the model. Subsequently, we evaluated
the model informally with three computer science teachers and sev-
eral computer science education researchers, who were recruited
through our personal network. The teachers expressed the need to
make the model more suitable for classroom use and provide exam-
ples for every practice. We updated the model iteratively, adding
examples of concrete sub-practices and general learning goals.

The final process model is comprehensively domain-embedded
and aligned with K–12 education, as it includes strategies from
the literature and practice and was evaluated for correctness and
relevance by experts in the AI field. It is accompanied by examples
and can be used by teachers and curriculum developers to plan
lessons. In what follows, we describe the process model in detail.

5 THE PROCESS MODEL
The final process model consisted of 28 central data-related prac-
tices related to data processing during the development of an ML
system. The practices are allocated to one of eight overarching
stages, as illustrated in Figure 2. The stages represented by the
same color are highly linked to each other. The arrows in the model
emphasize that the process is highly iterative, and students may
move back and forth between the stages. In the following, we pro-
vide core learning objectives for each stage, present practices, and
give examples of relevant activities.

5.1 Understand the Task
In this stage, students can learn to analyze a real-world problem
in order to determine whether ML technologies can add value to
the solution and to define criteria describing when the problem
has been successfully solved. To do this, students may engage with
stakeholders, analyze the task and nature of data, and define success
criteria for the solution [15, 18].

Understand the needs of the stakeholders. Understanding
the needs of stakeholders is a critical process that must occur at
the beginning of any project that employs ML technologies. De-
pending on their roles, stakeholders are concerned with different
perspectives on data and needs [57].

For instance, data users want to be aware of how data is used by a
given AI system, and data agents need data to be in a specific format
before they can use it to create AI applications. Prior AI curricula
often refer to students as data agents [9, 12, 45, 52, 61, 78, 80, 84, 85].
As data agents, students may engage with stakeholders who will
use the solution and interact with the developed applications (data
users) and those who contribute to dataset creation (data producers)
[57].

Analyze the task of the project.ML technologies are employed
to solve a wide variety of tasks. These tasks specify the problem to
be solved [93]. Examples of tasks found in the AI curricula include
prediction [9, 46, 77, 78, 81, 82], classification [9, 13, 41, 52, 56, 58,
64, 67, 72, 77, 78, 81, 82], text and speech generation [77, 82], image
stylization [51], clustering [78], and recommendation [9, 20, 80].
Depending on the task, students as practitioners can decide what
data is needed, how to prepare it, and whether past projects using
similar data have used ML technologies to solve the task.
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Figure 2: An eight-stage process model outlining the 28 data-related practices for AI education in K–12. The practices are
approaches applied to data during the development of a ML system.

Define success criteria. A task is formalized in a problem state-
ment, and success criteria are defined. According to experts, the
goal is not to suggest a concrete technology that will solve the task

but to describe how ML can add value to the project and what the
success criteria are. The description may contain a preliminary plan
for the solution. Although AI curricula do not include references to



WiPSCE ’24, September 16–18, 2024, Munich, Germany Olari et al.

this practice, theoretical literature [4, 18] and experts emphasize
the importance of this step, as, otherwise, it is not clear when a
project has successfully come to an end.

5.2 Collect Data
In this stage, students can learn strategies for collecting data and
their associated difficulties, as these will influence the quality, re-
liability, and fairness of an ML system. They can also learn that,
depending on the data modality, data must be pre-processed in
different ways before it can effectively be used by an ML system.

Many AI curricula expect students to engage with or create
systems based on supervised and unsupervised ML [9, 12, 45, 52, 61,
67, 78, 80, 82, 84, 85]. To do this, the students, as practitioners, need
initial sets of data [22, 70, 92]. AI curricula emphasize that students
should know how to collect data [81]. Students, as practitioners,
have two options to collect data: creating a dataset or repurposing
a dataset created by a third party.

Create a dataset. A dataset is created using a variety of tech-
niques, such as surveying, crowdsourcing, scrapping, crawling the
data from the internet, or using sensors. Some curricula refer to stu-
dents creating their own datasets [78, 81]. During this step, students
can learn that during the data sampling process, it is important to
make sure that the data is reliable, valid, and fidelitous [5].

Repurpose or access third-party data. Collecting primary
data can be time-consuming, so repurposing data [57] by accessing
a third-party dataset could be more convenient. However, repurpos-
ing data might cause problems because the data could be outdated
and not adapted to the requirements of the project. Existing AI cur-
ricula often refer to students using third-party datasets [44, 76, 78].
During this process, for students as practitioners, it is important to
check the documentation of a dataset and the legal permissions for
its use [57].

Understand the specifics of the data modality. Data used by
ML algorithms is represented in different modalities. AI curricula
suggest students work with images [14, 20, 37, 41, 47, 51, 72, 76,
78, 81], texts [3, 16, 41, 52, 58, 72, 77, 79, 81], tabular data [20],
audio [76], video [12], and graph data [77]. Another common data
modality is geospatial and time series data [57]. When selecting an
appropriateML algorithm, students need to understand the specifics
of the data modality, as this influences data cleaning, modeling, and
preparation methods.

Decide how to store and access data. Once data is collected
or a dataset is chosen, how to access the data is decided. AI cur-
ricula suggest that school students be familiar with data storage
and management in simple databases [68, 81], relational databases,
local data files, and cloud storage [81]. However, ML systems might
have specific requirements for storing data as they work with semi-
structured and unstructured data. Knowledge of vector and graph
databases is needed to store data with high-dimensional character-
istics [29].

5.3 Understand Data
In this stage, the students can learn what data looks like and that,
through careful observation, it can reveal a large amount of in-
formation about a real-world problem. They can also learn about

difficulties that might influence the quality and reliability of the AI
system.

Describe data. Describing the origins and processing of data is
an essential, though not sufficient, prerequisite for the creation of a
fair, accountable, transparent, and explainable ML system [87]. AI
curricula expect students to know where data comes from [81, 84].
From the subject perspective, this might include describing data
provenance (such as updates, release, licenses, authoring of the
dataset, and documentation on data collection and pre-processing
techniques, including demographics of the processes, such as who
gathered the data) [23].

Explore data. The goal of exploration is to give an intuition
about potential problems that need to be considered when using
data in ML system development [21]. The exploration step is sup-
ported by creating visualizations, producing summary statistics
(e.g., feature distributions), and creating data reports communicat-
ing the findings and relations between the features (e.g., through
calculating correlations between features) [7]. We found that some
AI curricula suggest students conduct a dataset analysis [76], un-
derstand data trends [81], visualize textual and numerical data
[55, 65, 81], and communicate data [81] – all typical practices of
data exploration.

Verify data quality. Verifying data quality means ensuring that
the data fits the purpose [15] and is of high quality, which is vital
for robust ML systems [35, 50]. Data is of high quality when it “ac-
curately represents a phenomenon, and . . . exhibits empirical and
explanatory power [5].” It must be reliable (e.g., consistent), valid,
and have high fidelity (i.e., accurately represent the reality) [5].
AI curricula suggest students be familiar with the ideas of messy
data [44, 81], general dataset quality [64], data representativity [78],
data diversity [78], data homogeneity [83], data authenticity, and
data accuracy [13, 84]. Therefore, to make a data quality assess-
ment, students and practitioners should check the relevant dataset
for outliers, duplicates, errors, and biases. It is important that stu-
dents understand statistical fundamentals at this stage, including
observation, population, sample size, and data distribution [21].

5.4 Prepare Data
During the data preparation phase, students can learn how to over-
come difficulties identified in the data understanding stage and that
different data cleaning, pre-processing, and engineering strategies
will have a direct impact on the quality of an ML system. The data
collected in the data collection step is often raw, meaning it is not
ready to be used by an AI system due to noise such as erroneous
attribute values, missing or incomplete values, or unnecessary in-
formation [93]. These issues might lead to an inaccurate and biased
solution [92] and, therefore, must be corrected.

Clean data. Data cleaning and data pre-processing are common
processes for all types of data and ML techniques [91, 92]. Data
cleaning typically involves correcting errors and removing outliers
and duplicates. For example, imputing missing values using the
mean and predicting missing values using regression models are
suitable practices for tabular data [92]. Existing AI curricula suggest
that students understand how to correct a dataset [30].

Pre-process data. Data pre-processing differs depending on the
nature and quality of the data as well as the specific ML technique
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that a student aims to use. For instance, textual data needs to be
lemmatized and tokenized. Image data needs to be rescaled. We did
not find any references to pre-processing data in the AI curricula
we reviewed.

Label data. Data labeling is inherent to supervised ML. It refers
to the process of assigning one or more descriptive tags or labels
to the data entries in a dataset and is considered to be a time-
consuming and resource-intensive process [92]. Labels can be cre-
ated by non-expert annotators in a crowdsourcing process or by
annotators in cooperation with semi-supervised techniques [92].
To avoid labeling errors and ensure label quality, it is helpful to
establish consensus labels, a labeling strategy, and interpersonal
validity between the annotators. Existing AI curricula propose that
students understand data labeling practices [32, 67, 77, 78].

Augment data. Data augmentation is a practice for increasing
the size and diversity of data by artificially creating variations of
existing data [92]. This strategy is helpful if there is limited data
available or if creating a large annotated dataset is costly [92]. Com-
mon approaches for data augmentation include basic manipulations
(e.g., for image data, scaling, blurring, rotating), augmentation data
synthesis (generating synthetic data that closely resembles the ex-
isting data), and upsampling [92] and undersampling. We did not
find references to data augmentation in the AI curricula that we
reviewed.

Engineer features. Feature engineering refers to the process of
formulating the most appropriate features given the data, the ML
algorithm, and the task [93] and transforming raw data into the fea-
ture format usable by an ML algorithm [66]. This includes feature
selection, extraction, transformation, and reduction. Feature selec-
tion is the process of obtaining a subset of features from an original
feature set [11]. Feature extraction refers to the transformation
of the original data into features with strong pattern recognition
potential [11]. Feature reduction is the process of reducing the com-
plexity of a dataset by reducing its feature size or sample size while
retaining its essential information [92]. The success of ML models
often depends on the success of feature engineering rather than
the selection of an algorithm or a model [66]. In some AI curricula,
we found references to practices of feature engineering, such as
feature design [85], feature selection, feature extraction [67, 76, 78],
feature transformation, and feature encoding [78, 81].

5.5 Implement the Solution
During the implementation stage, students can learn to use an ML
algorithm to learn from data (supervised ML) and separate data
into groups (unsupervised ML).

Create a solution using machine learning. During this pro-
cess, practitioners check the data for assumptions about the selected
technique, establish the ground truth if possible, and create visu-
alizations to understand the learning process. For supervised ML,
the data is split into training, validation, and testing data. Many AI
curricula suggest students create solutions using ML techniques,
including the practice of splitting datasets into training and testing
datasets [9, 12, 45, 52, 61, 78, 80, 84, 85] as well as validation dataset
[67, 78, 82].

Control data and model versions. During all stages, the re-
sponsible handling of data is of utmost importance and includes

documenting modifications that the data is undergoing and issues
discovered along the process [57]. We did not find any references to
data control and versioning in AI curricula. However, experts and
practitioners suggest that using a data version control system helps
track the highly iterative process [35], find the best combination of
data and models, and achieve reproducible results.

5.6 Evaluate Performance
At this stage, the students can learn to evaluate a model’s perfor-
mance from the perspective of the success criteria. They can also
learn to compare the performance of models, observe how prob-
lems identified at the understanding stage influenced the model,
and initiate improvements if the task is not yet satisfactorily solved.

Prepare evaluation data. Evaluation data helps to assess how
well the model fits the data. For instance, a test dataset is used to
test a supervised ML model. It must contain data pre-processed in
the same way as the data on which the model was trained. The
data must come from the same distribution. An evaluation dataset
can be created to test the boundaries of the model. This consists of
adversarial samples or data from another distribution [92]. We did
not find references to the preparation of evaluation data in existing
AI curricula.

Select an evaluation metric. The evaluation metric might
depend on the model and the nature of the data. Frequently used
metrics are accuracy, precision, recall, F1 score, root-mean-squared
error, purity, and entropy [15]. An effective evaluationmetric should
be accurate, robust, scalable, and interpretable [15]. Typically, AI
curricula refer to the accuracy metric [9, 45, 52, 78, 80–82].

Interpret the model output. This process includes practices
for creating and interpreting performance figures [91, 92] and vi-
sualizing and interpreting the model output [15]. We did not find
references to this practice in existing AI curricula. Here, students
might use heatmaps to understand feature importance [94] or a
confusion matrix to interpret performance for classification prob-
lems.

Understand problems and initiate improvements. If the
performance of the model is not satisfactory (e.g., the system does
not meet success criteria), iterations on prior stages are needed
to augment the data, clean the data in a different way, add more
data samples, interview more experts, select another dataset, or
choose another ML model [15, 70]. We did not find references to
this practice in existing AI curricula.

5.7 Deploy and Monitor
At this stage, students can learn how to use the ML model in pro-
duction to solve the task identified at the beginning and share the
solution with others. They can also learn that as soon as the solu-
tion is deployed and unseen data comes in, there will be a need for
additional iterations for improvement.

We did not find any references to deployment and monitoring
in AI curricula. However, it is possible for students to deploy ML
systems in school contexts using tools such as App Inventor [72].
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Prepare infrastructure for the processing of unseen data.
After the successful performance evaluation, the solution is de-
ployed with the unseen data [1]. Students can decide between real-
time or batch-mode processing of the data [15]. As practitioners,
students might create a reporting system about the incoming data.

Collect unseen data entered into the system. The unseen
data that comes into the system is raw and needs to be pre-processed.
Establishing data pre-processing procedures upon data collection
is a crucial practice at this step. If the data is not pre-processed,
the model will output an incorrect result. Ensuring the security of
storing the unseen data is also important at this stage.

Analyze the performance of the model on unseen data.
Since the structure of the unseen data may change over time, stu-
dents as practitioners might need to check the data for drift. Data
drift refers to changes in the distribution of input data [35] leading
to inaccurate model performance. The output of the model can be
stored along with the results of error analysis and unseen data for
monitoring purposes.

Initiate improvement. As the world changes, the unseen data
might be used to improve the ML model in the next development
cycle. The students, as practitioners, might want to select a new
strategy for pre-processing the data, conduct data rebalancing, and
initiate model recreation.

5.8 Share, Archive, and Delete Data
Existing AI curricula does not explicitly reference the share, delete,
and archive stages. However, working with practices at this stage
may allow students to learn how to complete these steps safely and
responsibly.

Share.When sharing data, students, as practitioners, must ac-
company the dataset with documentation. This typically includes
information about stakeholders, the original purpose of data collec-
tion, a description of real-world constraints during the data collec-
tion, measurement instruments, data manipulations such as data
cleaning, and issues discovered during the data understanding [57].
They also must ensure that the personally identifiable information
is deleted and the data is transferred and treated safely.

Archive. When archiving the data, an appropriate medium for
long-term data storage must be selected. The archived dataset must
be accompanied by documentation.

Delete.When deleting data, the students, as practitioners, should
ensure that it is permanently deleted.

6 LIMITATIONS
This work is based on an extensive theoretical analysis of the liter-
ature. However, depending on the specific ML algorithm or task,
more specific processes are relevant, as shown by the sub-practices
we added for teachers to make the concepts more tangible. The
results of the studies that structure the field can be influenced by the
individuals performing the procedures. To address these limitations
and to ensure the high validity and representativeness of the model,
we evaluated the model with several domain experts. Furthermore,
curriculum developers should be aware that the model presents
the upper limit of what is possible in upper-secondary computer
science school education as it was created additively and does not

include practices related to building AI systems using knowledge-
based and hybrid AI approaches. When planning lessons, high-level
practices can be introduced in the lower classes, and sub-practices
can be introduced in higher grades.

7 OUTLOOK AND FUTUREWORK
In this work, we presented a process model that explores the role
of data in AI for K–12 education. The process model is compre-
hensively domain-embedded and aligned with K–12 education. To
increase the model’s validity and ensure that it is correct, complete,
and relevant for K–12, it was evaluated by experts from the AI field
and cross-checked for usefulness by computer science teachers and
computer science education researchers.

The results of this work are of interest to a wide audience. The
model can be used in schools to teach socio-cultural perspectives on
AI. Going through all eight stages and working with corresponding
practices can give students the chance to gain important insights
into the creation of AI systems and thus understand them better.
The model also offers unique opportunities for developing new
approaches to teaching AI in schools.

Researchers and curriculum developers can benefit from this
work because the identified key practices can serve as a basis for
defining skills – learned, observable, and performed acts – that
students should master [28]. Educators can use the results as a
blueprint for creating data-centered AI lessons to help students
understand how AI systems work. The public can benefit from this
work by learning about the role of data in the context of AI through
the description of key practices. In the future, we will continue
working closely with teachers to use the model as a blueprint for
data-centered AI courses.
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